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Context: Software Reliability (SR) is a highly active and dynamic research area. Published papers have
approached this topic from various and heterogeneous points of view, resulting in a rich body of litera-
ture on this topic. The counterpart to this is the considerable complexity of this body of knowledge.
Objective: The objective of this study is to obtain a panorama and a taxonomy of Software Reliability
Modeling (SRM).
Method: In order to do this, a Systematic Mapping Study (SMS) which analyzes and structures the liter-
ature on Software Reliability Modeling has been carried out.
Results: A total of 972 works were obtained as a result of the Systematic Mapping Study. On the basis of the
more than 500 selected primary studies found, the results obtained show an increasing diversity of work.
Conclusion: Although it was discovered that Software Reliability Growth Models (SRGM) are still the most
common modeling technique, it was also found that both the modeling based on static and architectural
characteristics and the models based on Artificial Intelligence and automatic learning techniques are
increasingly more apparent in literature. We have also observed that most Software Reliability Modeling
efforts take place in the Pacific Rim area and in academic environments. Industrial initiatives are as yet mar-
ginal, and would appear to be primarily located in the USA.
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1. Introduction

It should not currently be necessary to discuss the paramount
importance that Software Reliability represents [1,2] in many sec-
tors of industry and society. Software products have become extre-
mely pervasive, and with them our dependence on software driven
systems. Developing innovative and performable ways in which
to build reliable systems is therefore a real need, and knowing
how to assess the actual reliability level of any software product
is of no less importance. If this is to be achieved then it is necessary
to develop models that are able to assess what level of reliability
can be delivered by the software systems, and this is the purpose
of Software Product Reliability Modeling.

Reliability in Software Engineering (SE) is a particularly active
area of research, and Software Reliability Modeling has been taking
place since the early 1970s. Hundreds of Software Reliability
models have emerged [2–4] and been published, but no consensus
has been reached as to which models are the most appropriate to
capture the complexity of Software Reliability. Moreover, the sheer
number of models proposed has added more confusion to a partic-
ularly complex body of knowledge. This situation has led to the
need to use advanced methodologies when analyzing this vast
topic. Evidence-Based Software Engineering (EBSE) can provide
this methodological support.

Evidence-Based Software Engineering [5] originated from med-
ical research, has made a major contribution to the methodological
evolution of the software engineering area. As developed in [6–8],
Evidence-Based signifies the intention of replacing opinion with a
scientific epistemology for the creation of knowledge. Evidence-
based research is therefore the process of systematically reviewing,
assessing and summarizing available research findings. Evidence
is, in our context, the synthesis of the best quality scientific studies
on a specific topic.

A Systematic Mapping Study (SMS) is a methodology proposed
by the Evidence-Based paradigm that provides a means to system-
atically analyze a research topic [6,7] in order to provide an
overview of a research area and allow us to identify the quantity
and type of research and results that are available. Some SMS are
already available in SE, and six of them are analyzed in [6]. It is also
possible to add, for example, mapping for software testing [8] and
for requirement specification [9], among others. The evidence (a
model, a technique or a case study) is divulged in a publication
paper, those papers which contribute to a systematic review are
called primary studies, while systematic reviews and, in general,
any study based on the analysis of previous research is a secondary
study.

The principal objective of this paper is therefore to present the
results of a Systematic Mapping Study designed and undertaken
with the aim of identifying and categorizing a broad set of primary
studies covering the work currently being considered by research-
ers as regards the various aspects of the reliability modeling of
software driven systems, with a particular focus on Software
Product Reliability.
Table 1
Surveys on Software Reliability.

Title Ref. Year

An analysis of competing software reliability models [10] 1978
Software reliability – status and perspectives [11] 1982
Software reliability growth modeling: models and applications [12] 1985
Software reliability models for critical applications [13] 1991
Software reliability modeling survey [14] 1996
Applying software reliability engineering in the 1990s [15] 1998
Methods and problems of software reliability estimation [16] 2006
Software reliability engineering: a roadmap [17] 2007
Review of quantitative software reliability methods [18] 2010
This paper is organized as follows. Section 2 presents related
works. A description of how to carry out a Systematic Mapping
Study is presented in Section 3, while Section 4 shows the applica-
tion of the Systematic Mapping Study developed to the context of
software reliability, along with the principal results of our analysis.
Section 5 presents the answers to our research questions, and our
conclusions as regards the SMS are also discussed. Our conclusions
and further works are then summarized in Section 6.
2. Related works

Reliability evaluation is focused on the modeling and analysis
techniques for fault prediction purposes, and determines the opti-
mal time at which to stop testing and release software, in addition
to providing data with which to make tradeoffs between test time,
reliability, cost, and performance. Software Reliability models are
intended to capture the software properties and characteristics in
a useful manner in order to support the aforementioned objectives.

Software Reliability Modeling can be divided into two main cat-
egories: prediction and assessment models, but both kinds of mod-
els are traditionally based on recording failed data and analyzing it
with statistical inference. These stochastic models, which are bet-
ter known as Software Reliability Growth Models (SRGMs), are
the most conventional means of reliability analysis. They are used
to describe the behavior as regards an application’s failure during
its testing and operational phase, and are black-box based, that
is, the software system is considered as a whole, and only its inter-
actions with the outside world are modeled without considering its
internal structure. As an alternative to this conventional black-box
analysis, architecture-based software reliability analysis considers
the software’s internal structure and explicitly relates application
reliability to component reliabilities. The objective of this approach
is the early assessment of the application’s reliability, which is not
possible with traditional models. More recently, approaches such
as Bayesian Belief Networks or Test-Based methods have been
mentioned in literature as being relevant categories for SRM. In
general, an overwhelming number of models have been proposed
in literature, and several surveys have therefore appeared. Some
of the most relevant are shown in Table 1.

The structuring and classification of Software Reliability models
is a considerable problem owing to the overwhelming number of
models that have been proposed. Attempts have been made to deal
with this complex situation, and a variety of classifications have
been proposed, but to the best of our knowledge none have been
developed using a systematic approach.

The strategy used to deal with this huge number of published
works consisted of two stages. In the first we searched for a set
of secondary studies from which to derive a generic framework.
This search was systematic but sought only to find a sufficient
set of studies for such a generic framework, and not an in-depth
synthesis of the evidence. The selected studies are those shown
in Table 1. In the second stage, the formal SMS of primary studies
was conducted for a time span that was chosen as a trade-off be-
tween feasibility and relevance based on the outcomes of the first
stage.

As a result of the analysis of the selected secondary studies it
can be concluded that the taxonomy of the SR Models is an open
question in which dozens of classification schemes have been pro-
posed in the past.

In [10] the authors studied the most widely used reliability
models, tracing the historical development of the various models
and analyzing their advantages and disadvantages. They classified
the models as data domain and time domain models. Some years
later, the authors of [11] provided a survey of the various software
reliability models that have been proposed since the early 1970s.
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In this work, a classification scheme was created using the life-
cycle phase during which the model is applicable as a primary
key. The authors additionally discussed these models using the
concepts of residual error size and the testing process used. Pub-
lished in 1985 and focused on SRGM, the work presented in [12]
thoroughly describes and then classifies the existing models by
using the error detection rate, a concept that the authors introduce
in the same work. In the early 1990s Pham and Pham [13] classi-
fied the SRM as being Deterministic or Probabilistic depending
on the nature of the parameters used. Only two models (Halstead’s
and McCabe’s) were classified as being deterministic, while the rest
of the almost fifty reviewed were classified in one of the ten
subcategories (Software Reliability Growth being one of them) of
probabilistic models. In a later work, the history of SRM was re-
viewed [14]. In this work, the author classified Software Reliability
models according to the kind of data the models uses: failures per
time unit or time between failures, along with the re-use of the
Musa-Okumoto classification scheme based on a selected set of
attributes. In [15] a review of the progress in software reliability
since 1975 was carried out. An interesting survey of models
appears in [16], although this is mainly focused on SRGM.

More recently, in [17] three main approaches to Software
Reliability Modeling were identified: the known data and time do-
main classes, and the error seeding and tagging approach. The IEEE
Standard 1633-2008 [19] states that ‘‘there are the following three
general classes of SR prediction models: exponential non-homoge-
neous Poisson process (NHPP) models, non-exponential NHPP
models and Bayesian models’’. In [18] the SR models have been
sorted into four classes; Software Reliability Growth Methods,
Bayesian Belief Network (BBN) methods, Test-Based methods and
other methods, a category which considers for example benchmark
practices or metric-based methods.

Despite being, arguably, highly influential papers none of the
above mention the application of any kind of systematic method-
ology. Moreover, the most recent paper was published in 2010,
and it is therefore possible that new proposals have since ap-
peared. Bearing all this in mind, we believed that it was necessary
to carry out a Systematic Mapping Study (SMS) in order to obtain,
among other interesting data, a more complete classification of
Software Reliability Models by means of a recognized systematic
methodology.

3. The systematic mapping technique

Reviewing literature in order to identify publications related to
a specific topic is a common research task that is very often accom-
plished without methodological support in a non-systematic man-
ner. This kind of informal review does not provide the means to
avoid bias during the selection of the publications that will be ana-
lyzed [5,20]. It is also important to note that finding the relevant
papers in the massive amount of work published is a major prob-
lem. It is therefore important to have mechanisms that can be used
to summarize and provide an overview of an area or topic of inter-
est [20] in a fair and unbiased manner.

EBSE (Empirical Based Software Engineering) therefore pro-
poses [5–7] a variety of methods, the more relevant of which is
the Systematic Literature Review (SLR) and is well-known by soft-
ware engineering researchers. Systematic Mapping Studies are, on
the contrary, still largely unknown [9] in SE, but it may, on occa-
sions, be preferable to use SLRs depending on the nature of the
analysis carried out.

The differences between SMSs and SLRs are thoroughly dis-
cussed in [21], in which we can read that both techniques share
the same basic methodology, although they have different goals
and scope. The principal goal of an SMS is the overview and
classification of literature, while that of an SLR is to extract and
aggregate the best information from the literature available. The
scope of the studies is also different: mapping studies usually
relate to a broad topic area whereas an SLR usually relates to a
much more detailed subject, and there are consequently differ-
ences in the nature of the research questions. A standard systematic
literature review is driven by a very specific research question while
a mapping study, since it reviews a broader topic, will contain
several rather generic research questions. A standard systematic
literature review makes an attempt to aggregate the primary studies
in terms of the research outcomes, whereas a mapping study does
not discuss the outcomes of the primary studies and usually aims
only to classify the primary research papers selected.

The objective of systematic mapping is therefore to provide an
overview of a research area in order to assess the quantity and type
of primary studies that exist on a topic of interest [6] with the aim
of classifying the available research and identifying sub-topics in
which more primary studies are needed. The outcome of a System-
atic Mapping Study is a high level map, usually in the form of a set
of tables and graphics, containing condensed information about a
research area and visualizing the status of the field with regard
to the research questions.

Upon considering the differences between a Systematic Litera-
ture Review and a Systematic Mapping Study, along with the
objective of our work, we concluded that the best option would
be to carry out a Systematic Mapping Study.

According to [20], a Systematic Mapping Study is conducted by:
(1) planning, (2) conducting a search and (3) screening primary
studies using inclusion and exclusion criteria. A systematic map-
ping also conducts (4) data extraction and analysis through the
identification of categories and the classification of the primary
studies in these categories. This eventually leads to the last step
(5), which consists of building a map containing the results.

(1) Systematic Mapping planning. In this step, the systematic
mapping plan that will be used as a basis to conduct the sys-
tematic mapping is established. The following tasks are typ-
ically carried out at this stage:

a. Defining the scope by means of the Research Questions.
These questions need to be designed with regard to the
objective that the systematic mapping is intended to
attain.

b. Search strategy: Selection of sources. We establish which
search sources (state-of-the-art academic and professional
publication databases) will be used to find the primary stud-
ies. Availability, accessibility and quality criteria need to be
taken into account at this moment.

c. Selection criteria. One element that is of paramount impor-
tance during the systematic mapping planning is the defini-
tion of the Inclusion Criteria (IC) and Exclusion Criteria (EC).
These criteria make it possible to include primary studies
that are relevant to answer the research questions and
exclude studies that do not answer them. These criteria
must be straightforward to apply and not require any inter-
pretation to do so, in order to mitigate the cultural bias of
each evaluator during the study selection step.

(2) Conducting the search. This signifies searching for relevant
papers. In this step, the search for primary studies is con-
ducted according to a previously established plan. This
search is conducted by looking for all the primary studies
that match the search string in the search sources. This can
be carried out automatically if these sources have an effi-
cient search engine. This is done by establishing the key-
words and the search strings.

(3) Selection of the primary studies. In this step, the selection
criteria (i.e., inclusion and exclusion criteria) are applied in
order to select the relevant primary studies.



Table 2
Research Questions.

RQ Description

1 How many, who carried them out, and what kinds of SRM activities have
there been in the past 10 years?

2 What SRM research topics have been addressed over the past 10 years?
3 Which SRM models are in use?
4 Which terms are most often associated with Software Reliability

Modeling?
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(4) Analysis and classification. The reviewers read the title and
abstract in the search for terms and concepts that reflect the
contribution of the paper. While doing so, the reviewer also
identifies the context of the research. The studies can be
grouped into categories that cluster those which are most
closely related.

(5) Map building. Once the classification scheme is in place, the
relevant articles are sorted into the scheme, i.e., the actual
data extraction takes place. The classification scheme
evolves simultaneously to the data extraction through the
addition of new categories or the merging and splitting of
existing categories.

4. Systematic mapping application

Having presented the general steps of a Systematic Mapping
Study, we shall now apply them to our work. Our systematic map-
ping aims to, as far as possible, identify, structure and classify
those primary studies that propose Software Product Reliability
Models or Theories. The mapping study process suggests that the
papers should be screened by at least two researchers in order to
avoid biased evaluations. This systematic mapping was conducted
on February 2014 to cover papers published between 2003 and
2014 and involved three people: two software engineering
researchers and a PhD candidate. The systematic mapping was
conducted using the process presented in the aforementioned five
steps, and was completed with the appropriate assessment of
threats to validity.
4.1. Step 1: Systematic Mapping Planning

Research Questions: As explained previously, we are interested
in general high level questions such as trends in research activity,
discovering the concepts that are most frequently associated with
our topic of interest, the sort of studies that are available, and so
on.

These interests need to be explicitly expressed in the form of
answerable questions. Since our intention is to identify the most
important concepts in Software Product Reliability Models or
Theories, the research questions shown in Table 2 have therefore
been defined.

For example, in order to explore the research trends, emerging
or abandoned approaches or the evolution of the research activity
we could ask about the research activity during a particular time
span. The following research questions are therefore proposed:
How many, who carried them out, and what kinds of SRM activities
Table 3
Selected databases.

Database Location

IEEE Xplore www.ieeexplore.ieee.org
ACM Digital Library www.portal.acm.org
ScienceDirect www.sciencedirect.com
have there been in the past 10 years? What SRM research topics
have been addressed over the past 10 years? Will this provide us
with an overview of the main fields of interest in addition to side
topics in SRM research? Which SRM models are in use? These
questions cover the most important designs and methods along
with gaps and underrepresented approaches.

A final research question is: Which terms are most often associ-
ated with Software Reliability Modeling? With this, our intention is
to identify the most important concepts in the topic. This question
is also directly related to the methodology of this mapping study
since ‘‘keywording’’ is intended to lead to the taxonomy by cluster-
ing the meaningful terms belonging to the same category.

4.1.1. Selection of sources
Three of the largest and most complete scientific databases

were chosen as the sources of primary studies (see Table 3): IEEE
Xplore, ACM Digital Library and Science-Direct, owing to their ease
of accessibility and because, as is noted in [22,23], they are widely
recognized as being an efficient means to conduct Systematic
Reviews, and thus mappings in the context of Software Engineer-
ing. These databases are also commonly used sources when
conducting systematic surveys in computing research. However,
we considered not only effectiveness, but also the ability to export
the results to a well-defined standard format in a straightforward
manner.

4.1.2. Establishment of selection criteria
It is at this stage that the inclusion and exclusion criteria are

formalized. The inclusion criteria of our systematic mapping are
shown in Table 4 whereas the exclusion criteria are shown in
Table 5.

4.2. Step 2: Conducting the search

The search is conducted using automated search engines. In
order to make the search as unrestricted as possible, the search
string is simply ‘‘Software Reliability’’. In practice we also built
the particular settings for each search engine (see Table 6), since
each of them works in a very specific manner. In particular, we
attempted to minimize duplications and rejections by setting the
appropriate options in each engine e.g. setting the ACM engine so
as not to report IEEE published works that would also be reported
in the output of its own engine, and also asking only for papers
with an abstract or which had been published in the appropriate
forums.

As a result of this step, we obtained a total of 972 papers: 114
from ACM digital library, 739 from IEEE Xplore and 119 from
Science Direct (see Table 7). In all cases bibliographic data, includ-
ing the abstract, were exported and stored in BibText format for
further analysis. The analysis of the primary studies was supported
with JabRef [24], an open source reference manager system that is
able to manage, among other things, BibText databases in a very
efficient manner.

4.3. Step 3: Selection of the primary studies

During the screening of the papers for relevant publications
regarding our research questions, and bearing the above criteria
in mind, we closely examined the title, abstract and keywords of
each paper. In the case of papers whose abstracts did not provide
sufficient information to make a decision about the content of
the paper, it was necessary to read the whole paper to determine
its relevance. The aforementioned inclusion and exclusion criteria
were therefore applied at this stage. A paper would be accepted
as a primary contributor to the study as long as it met at least

http://www.ieeexplore.ieee.org
http://www.portal.acm.org
http://www.sciencedirect.com


Table 4
Inclusion Criteria.

IC Description

1 The paper directly relates to SRM
2 The paper evaluates one or more SRM related techniques
3 The paper compares two or more SRMs
4 The paper theoretically evaluates one or more features of an SRM

technique
5 The paper discusses general or particular aspects of an SRM

Table 5
Exclusion Criteria.

EC Description

1 The paper focuses on hardware reliability
2 The paper focuses on a software process rather than on a product
3 The paper focuses on ways in which to build reliable systems rather than

SRMs
4 The paper focuses on system reliability testing rather than SRMs
5 The paper is not accessible
6 The abstract is not available
7 The document is not a paper, e.g. it is a conference cover, poster, etc.

Table 7
Selection summary.

Source Included Excluded Total

IEEE Xplore 386 353 739
ACM Dig. Lib. 50 64 114
ScienceDirect 67 52 119
Total 503 469 972
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one of the Inclusion Criteria. A paper would similarly be rejected
when at least one of the Exclusion Criteria was fulfilled.

The selection process comprises five iterations. The first three
were carried out by one reviewer, the fourth by two evaluators
and the last one was conducted as a joint review by the three
researches.

In the first iteration only papers that were clearly not within the
scope of the research questions were excluded, and this first re-
view was also very useful as regards developing an understanding
of the topic. It was in the next iteration that the first set of excluded
and included studies was obtained. It is important to highlight that
the studies included were labeled with keywords denoting the rea-
son for their selection. This labeling greatly facilitated any further
analysis, particularly the classification work. In this step, undeter-
mined papers (whose abstracts were not sufficiently clear) were la-
beled as such. A third iteration was carried out by the same
reviewer with the aim of remedying eventual mistakes and decid-
ing on those papers that had been considered as undetermined in
the previous step. The full text in these papers was reviewed, and
the other two researchers then reviewed the results of all the
above analyses. The intention of this step was to reduce any bias
in the results. Discrepancies regarding the inclusion and labeling
of a paper were discussed and agreed on in a final joint review.

A total of 503 papers were eventually selected – 386 from IEEE
Xplore, 50 from ACM Digital Library and 67 from ScienceDirect (see
Table 7).
Table 6
Search string.

Database Search string and settings

IEEE Xplore You searched for: (‘‘Document Title’’:’’software reliability’’
OR ‘‘Abstract’’:’’software reliability’’)
You Refined by:
Publisher: IEEE
Content Type: Conference Publications, Journals & Magazines
Publication Year: 2003–2014

ACM digital
library

(Abstract:’’software reliability’’) and (not Publisher:IEEE) and
(PublishedAs:journal OR PublishedAs:proceeding OR
PublishedAs:transaction) and (FtFlag:yes) and
(AbstractFlag:yes)
Publication Year: 2003–2014

Science Direct pub-date > 2002 and TITLE-ABSTR-KEY (‘‘Software
Reliability’’) [All Sources (Computer Science, Engineering)]
It should be noted that the number of duplicities was very low,
as expected with the search settings. Moreover, it is worth men-
tioning that a notable set of the excluded works was sorted into
two categories that can be defined as ‘‘ways to attain reliable sys-
tems’’ (which refers to, e.g., techniques such as rejuvenation or
how to build fault-tolerant software) and ‘‘software reliability test-
ing’’ e.g., testing techniques or testing process management) in
addition to those that were not papers.

4.4. Step 4: Analysis and classification

As mentioned previously the SMS methodology preconizes the
classification of the primary studies by applying keyword cluster-
ing. This means that the classification categories are obtained using
the keyword clustering of the meaningful terms extracted from the
title, abstract and author’s keywords when provided by the
authors. This process thus relies on what the authors claim about
their own work. The keyword clustering is carried out in two steps.
Once the meaningful terms or keywords have been extracted they
are clustered into relevant categories with regard to the research
questions, e.g. the terms ‘‘prediction’’ and ‘‘assessment’’ are key-
words that are used to classify the works as being related to the
prediction or assessment of software Reliability.

A classification scheme of this nature can be developed from
scratch by considering only the set of included primary studies,
or constructed by relying on previously proposed taxonomies for
the topic under study. We have chosen the option of driving our
classification criteria with a previously proposed taxonomy since
we consider it the better approach to deal with the sheer heteroge-
neity of terms in the context of an SMS. We chose the proposal de-
picted in [18] because we found that the proposed categories were
easy to identify without the need to analyze each paper in depth as
occurs in SLRs but also because it is a very recent proposal that has
originated from a reliable institution.

The models were therefore first sorted according to [18] into
four classes:

1. Software Reliability Growth Models (SRGM).
2. Bayesian Belief Networks (BBN).
3. Test-Based methods (TBM).
4. Other methods.

These were the basic categories, but our analysis, which was
driven by the keywords in the title, abstract and author’s keywords
that provide information about the nature of the work, was open to
the addition of new categories if the keyword clustering suggested
that this was pertinent. As will be seen later, this was indeed the
case. Specifically, we realized that a large percentage of works
were classified into the category ‘‘others’’. Upon analyzing the clus-
tering of meaningful terms, two groups containing a considerable
amount of works were identified. It was therefore considered
appropriate to add two new classes to the classification presented
above. The taxonomy resulting from this modification will be pre-
sented in the following section together with the rest of the map-
ping outcomes.

It should be noted that it is not exceptional to encounter publica-
tions that present two or more issues, such as a new mathematical



Table 8
Main conferences.

Acronym Conference name Number of
papers

ISSRE Intl Sym on Software Reliability Engineering 28
COMPSAC Computer Software and Applications Conference 20
IEEM Industrial Engineering and Engineering

Management
15

PRDC Pacific Rim International Symposium on
Dependable Computing

14

RAMS Reliability and Maintainability Symposium 14
ICRMS Intl Conf Reliability, Maintainability and Safety 12
SSIRI Secure Software Integration and Reliability

Improvement
10
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technique and its application to one or several well-known models,
or a new or enhanced model and its experimental application. In
these cases, our classification chose what we considered to be the
most relevant contribution of the various issues presented as the
key for the categorization. This was done because we considered
that it would be more difficult to sort these works into more than
one category.

Once the classification task had been accomplished, the results
obtained from the systematic mapping were analyzed in order to
answer the research questions. The analyses of the results are
the objective of step 5, and they will therefore be presented during
the description of this step.
Table 9
Number of papers by geographical area.

Geo area Number of papers

China 152
USA 86
Japan 59
Taiwan 48
Europe 49
India 38
Asia (Others) 23
Mid East 11
Rest 37

Table 10
Publication tendency by year.

Year Primary studies

2003 28
2004 21
2005 35
2006 44
2007 53
2008 61
2009 60
2010 63
2011 65
2012 34
2013 39
4.5. Step 5: Map building

The most obvious fact to emerge when looking at the final set of
primary studies is that the majority of them (77%) are from confer-
ence proceedings and only 23% are from journal articles. Journal
papers had principally been published in the Journal of Systems
and Software (23 papers), and IEEE Transactions on Reliability
(19 papers). Next are the IEEE Transactions on Software Engineer-
ing which contributes with 9 studies, and the Reliability Engineer-
ing & Systems Safety journal with 8 primary studies. The remaining
papers appear in various journals but with no significant amount of
instances. With regard to the main conferences, as shown in Table 8
the International Symposium on Software Reliability Engineering is
the major source of the primary studies included.

With regard to the main research groups in this topic, and con-
sidering the main author as an index, we found that there were 256
different main authors in the 503 studies selected. Of these, only
18 had published more than three works during the time span
analyzed.

Upon analyzing the geographical distribution it can be noted
that China, followed by the USA, are the countries in which most
scientific production has taken place as regards SR (see Table 9).
Moreover, if we consider the contribution of the Pacific Rim area,
the percentage of the total amount of works included rises of up
to 76%.

With regard to the evolution in the number of papers published,
we found that the amount of activity in this topic area has



Table 11
Nature of the work.

Model 318

Technique 106
Case study 22
Discussion 57

92%

8%

academic

Industry

Fig. 1. Academic proposals vs. industrial proposals.
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increased in recent years, particularly from 2005 on. However,
since 2012 the number of papers published on this topic appears
to have drastically decreased. Table 10 shows the publication fre-
quency from 2003 until 2014.

If attention is now paid to the nature of the work, it will be
noted that, as is shown in Table 11 the majority of the primary
studies selected claim to present new or enhanced models.

With regard to the origin of the papers, that is, whether they
have been produced in an academic or industrial environment,
Fig. 1 shows that most of them appertain to an academic environ-
ment. Indeed, only 40 papers of the total of 503 papers included
originated from an industrial environment, i.e., only 8% of the total.

If we focus on those works that are of our most interest to us,
i.e., those 318 regarding Reliability Models, it can be highlighted
that most modeling efforts are in a predictive area: 216 of the se-
lected primary studies are focused on predicting reliability as op-
posed to just 102 that deal with assessment methods and models.

The various works that propose a reliability model have been
initially classified according to the SRM taxonomy of [18] pre-
sented in step 4 in this section. However, during the study we
found up to 141 works that did not fit into any of the three specific
classes, signifying that approximately 44% of the selected papers
had to be classified as ‘‘others’’. This option was discarded for
two reasons: (1) The percentage of papers is sufficiently represen-
tative of the total to be considered as more than simply ‘‘others’’.
(2) We have used keyword clustering to identify that a significant
number of them, 89, could fit into new classes.

The way in which the SMS methodology runs the keyword clus-
tering, or grouping of meaningful terms, is fairly simple. First we
extract a list of the most meaningful terms or ‘‘keywords’’ and then
we identify the groups or ‘‘clusters’’ of these keywords. For exam-
ple, in the IEEE Taxonomy terms or keywords such as back-propa-
gation, machine learning, statistical learning, greedy algorithms,
support vector machines, particle swarm optimization, genetic
algorithms or fuzzy logic (among others) are classified in the
‘‘Computational and Artificial Intelligence’’ category. In a similar
way, as we noted that a significant number of works that had ini-
tially been classified as ‘‘other’’ contained these kinds of terms, we
concluded that it would be appropriate to define a separate cate-
gory for them. As a consequence of this process we decided to
add two more classes to the classification provided by [18] be-
cause, from our point of view, the new taxonomy would better re-
flect the reality of the papers under study. These classes are those
which correspond to the models inspired by AI based techniques
and models built on the consideration of the Static structure and
Architecture of the product, namely Static & Architectural Reliabil-
ity models. We have also slightly modified the scope of the BBN
class to include non-SRG models and those that are in some way
related to the Bayes Theorem and bayesian inference other than
the solely Bayesian Belief networks, and we consequently renamed
this class as Bayesian Methods.

The following new taxonomy was therefore obtained:

1. Software Reliability Growth Models (SRGM).
2. Bayesian Methods (BYM).
3. Test-Based methods (TBM).
4. Artificial Intelligence based techniques (AI based).
5. Static and Architectural Reliability models (SARE).
6. Other methods.

The well-known SRGMs are those time based models that, by
means of an empirical approach first used in hardware reliability,
describe how the underlying defects affect the observation of fail-
ures. The BYM are methods that, by means of a Bayesian Inference,
account for the influence or effects of one event on another. These
are often implemented as Bayesian Belief Networks and are used
for modeling by combining disparate information. The Test Based
Methods are specifically interested in considering the way in
which the software is used. The selection of test cases should be
based on the software’s Operational Profile which reflects the soft-
warés input space. AI based methods are those inspired by Artifi-
cial Intelligence techniques, typically Neural Networks, but also
other automatic learning or reasoning concepts. Finally, SARE mod-
els are built on both the consideration of the architecture and the
static features of the software, and correlate software engineering
measures and SR. Such models are intended to be used during the
early stages of the Life Cycle, before the actual software is avail-
able. We also have a class for ‘‘other’’ methods and models that
contains ad hoc techniques based on particular theories, such as
Reliability Block Diagrams, Risk Analysis, Failure Mode Analysis,
the Deterministic Chaos Theory and the Cloud Model Theory, or
which were developed for very specific cases, such as an ad hoc
model for a particular N-Version programming system or methods
based on engineering metrics and benchmarking or early software
reliability assessment, based on software behavioral requirements.

The classification of the papers based on our taxonomy is pre-
sented in Table 12.

Table 13 provides details on the percentage of proposed models
by year and class. This has allowed us to obtain that there is a sim-
ilar tendency in all the years studied. In general, the type of model
most frequently used is SRGM, whereas those least used are TBM
and BYM.



Table 12
SR models classes.

Class Number

SRGM 150
BYM 19
AI based 57
SARE 32
TBM 8
Others 52

Table 13
Percentage of proposed models by year and class.

Year SRGM SARE TBM BYM AI based Others

2003 76 8 0 8 8 0
2004 78 7 7 0 0 7
2005 54 11 0 7 21 7
2006 53 12 0 9 17 9
2007 39 3 6 3 26 23
2008 42 15 0 5 15 23
2009 35 18 0 9 23 15
2010 32 2 7 9 27 23
2011 65 5 2 0 13 15
2012 50 14 4 4 14 14
2013 25 15 0 10 15 35
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Fig. 2 provides a graphic representation of the evolution. As can
be seen, although the classical SRGM approach is still the most rep-
resentative, it would appear that the other techniques are gradu-
ally gaining on the SRGM approach, although they are less
representative. It is also important to note the significant appear-
ance of other approaches such as the Artificial Intelligence and
the Static and Architecture based approaches, which have grown
rapidly since they first appeared.

We have also created a Keyword cloud using the various terms
and keywords that recurrently appear in association with the SRM
topic, in which the most frequently used terms are written in lar-
ger letters, thus showing on which areas the works are focused (see
Fig. 3).

Having obtained all the results, in the following section we shall
answer the questions posed in Section 2, Table 2.

5. Discussion

This mapping study reports on the high level aspects being re-
searched as regards the modeling of reliability in software systems.
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Fig. 2. Evolution of Reliab
This research has been conducted in a systematic manner and with
minimal bias through the formulation of a set of research questions
which, having achieved the mapping, can now be answered.
5.1. RQ1: How many, who carried them out and what kinds of SRM
activities have there been in the past 11 years?

Our results (Table 10) suggest that activity in the topic is stea-
dily increasing, although the anomalous data for 2012 and 2013
need further analysis to assess whether a real change in trends
has occurred. We do not believe that this is the case, but rather that
other reasons such the replacement of key terms with other
emerging terms might better explain this anomaly, i.e., the term
‘dependability’ is now sometimes used with a similar sense to
‘reliability’.

As indicated previously in Fig. 4a, the initiatives on SR modeling
are largely led by academic teams principally located in the Pacific
Rim area, with an important prevalence of China, Japan and Taiwan
in addition to the notable contribution of the USA. It is also inter-
esting to point out that the majority of industrial proposals, Fig. 4b,
have been proposed in the USA and Europe. It can therefore be
highlighted that there are differences between the countries that
lead research depending on the environment.

We should also note the high dispersion of working groups, 256
for 503 papers, in addition to the fact that only 18 of the 256 main
authors had signed more than three works, which has led us to
consider that many of the works published have no real continuity
and that their development ends just after being published. The
low concentration of publishing forums (note that the main contri-
butions in either journals or conferences consist of barely twenty
papers), together with their heterogeneity is also noteworthy. All
of the above can be interpreted as signs of the discipline’s
immaturity.
09 2010 2011 2012 2013

ility Models studies.



Fig. 3. Weighted topic cloud, created with http://www.wordle.net/.
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5.2. RQ2: What SRM research topics have been addressed over the past
11 years?

The first conclusion is the still important prevalence of SRGM
(Table 12). It is also important to note that 65% of the works stud-
ied (Table 11) deal with either (1) a proposal for a new model or an
enhancement of previous ones or (2) the application of one or sev-
eral of them. What is more, most of the works still focus on the
classical black-box statistical approach. It is both important and
interesting to point out that this study shows that Artificial Intelli-
gence techniques and static architecture based models are perhaps
emerging as the next step in this topic’s evolution. Another rele-
vant piece of data is that the third class related to number of stud-
ies is ‘‘others’’, which reflects enormous heterogeneity, and is
perhaps a sign of a lack of maturity, not as regards the topic itself
but as regards the definitions of its generalized and accepted foun-
dations. Please recall that this class typically accommodates adhoc
models that are only applicable in particular circumstances, or
models based on very particular techniques. It is also worth high-
lighting that the authors were surprised to find so few modeling
activities based on normative proposals such as international stan-
dards like the ISO/IEEC 25010 [25]. It is of great importance to car-
ry out further research on this in order to avoid the problem of a
lack of consensus on this topic’s foundations.
5.3. RQ3: Which models are in use?

Our study revealed (Table 11) that very few real-world Case
Studies (CS) have been published. The number of CS is marginal
when compared to the total number of papers presented. Although
it is increasingly common to find that theoretical proposals are
completed with application examples, it is often the case that they
cannot be considered as real CS. We have also observed that only
the 8% of the total number of papers included originated in indus-
trial initiatives (see Fig. 1).

Upon analyzing these works we noted that many of them are
empirical ad hoc modelings or lesson learning reports on very spe-
cific reliability analyses. We further noted that SRGM are the most
frequently applied or analyzed in industrial environments (roughly
a third). There are three examples of industrial initiatives that ap-
ply BBN, and two ANN applications. The remaining works (the last
third) are either discussions on a variety of reliability related sub-
jects, e.g. data quality and the customers’ viewpoint, or are the
automated generation of test cases which are proposals that are
based on, for example, exotic theories such as the Chaos Theory,
Risk analysis or SFTA, in addition to several comparative studies.

From all of the above it would appear clear that a barrier pre-
venting the generalized use of the SRM proposal in industry still
exists.

http://www.wordle.net/
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5.4. RQ4: Which terms are most often associated with Software
Reliability Modeling?

As mentioned previously, the diversity of terms is important
and represents an obstacle to the achievement of the maturity of
this topic. This phenomenon is illustrated in the weighted cloud
presented in Fig. 3, in which it is possible to observe the density
of terms, although those most frequently used are: program test-
ing, software fault tolerance, software metrics and stochastic
processes.

5.5. Threats to validity

Despite the fact that this study has been carried out by
following the SMS methodology, there may be some threats to its
validity. The principal limitations of this study that have been iden-
tified concern the limited access to sources, a circumstance that
may have led to a bias in the selection of publications owing to
the possible existence of interesting studies in other databases.
However, the databases used cover the area of software engineer-
ing well [21,22] and we have no reason to believe that this does not
apply to software reliability. We are, therefore, reasonably
confident that we are unlikely to have missed many significant
published studies.

Another threat lies in the difficulties involved in selecting and
classifying the primary studies selected owing to the lack of an
appropriate taxonomy and the wide diversity of terms used in
the topic of interest. This may also have led us to miss some rele-
vant studies since the search string consisted of the term ‘‘Software
Reliability’’. However, since this is, on the whole, the most com-
monly used term, the possibility of any significant contribution
not mentioning the words ‘‘Software Reliability’’ in the title, ab-
stract or keywords is minimal. With regard to the classification,
we have added new categories to the existing taxonomy, and we
therefore believe that the classification of the papers is mostly
accurate.

As previously mentioned, only one author coded all the papers,
and some bias could therefore have been introduced in the results
for a variety of reasons such as the author’s subjectivity. However,
the other authors’ supervision as regards reviewing both the in-
cluded and the excluded papers leads us to believe that this error,
if it exists, is minimal.

Some relevant papers might not have been found in the digital
databases when using our search and selection protocol. Auto-
mated searches rely on both search engine quality and how
researchers write their abstracts. Although we are reasonably con-
fident as regards how well digital databases classify and search in-
dexed work, if abstracts and keywords are of poor quality it is clear
that the search will be greatly flawed.

Finally, only studies published in the English language were
selected in the search, signifying that potentially important studies
published in other languages have not been considered. However,
since English is the most widely adopted language as regards writ-
ing scientific papers, the eventual bias owing to this issue is
minimal.
6. Conclusions and future work

The main contribution of this work is to provide a Systematic
Mapping of Reliability Modeling in software systems. This has been
done methodologically, by employing a currently standard tech-
nique for Systematic Mapping Reviews in order to warrant the
quality of the analysis.

A total of 972 works were obtained, 503 of which were consid-
ered as relevant publications when taking into account our
research questions. These works were classified according to
publication attributes, the nature of the work, topic and content
features. The principal results attained have allowed us to observe
that there are many research groups publishing very different
initiatives for SR modeling using a variety of approaches and points
of views. The lack of consensus on this issue is well-know, and it
does not appear to have evolved towards an increased consensus
over the last decade. We have attempted to use a classification
proposed in literature but have found that it was not sufficient to
classify the papers selected, and we have therefore proposed the
following new taxonomy:

1. Software Reliability Growth Models (SRGM).
2. Bayesian Methods (BYM).
3. Test-Based methods (TBM).
4. Artificial Intelligence based techniques (AI based).
5. Static and Architectural Reliability models (SARE).
6. Other methods.

Surprisingly, the two new classes were the second and the third
as regards those in which most proposals were found (after the
classic SGRM approach). We can therefore conclude from our study
that new lines of research based on both the AI domain and the
static structure of the software are producing a notable amount
of new evidence. Besides extending the reference classification
scheme to accommodate the class of (in a broad sense) Artificial
Intelligence models and the class of Static and Architectural
Reliability models, the paper has also mapped trends in published
research by year and by clustering the topic’s terminology.

Another important point that should be noted is that few real-
world case studies have been published, and most model applica-
tion works have, to date, focused on academic experiments. More
research is therefore required in order to understand the problems
of applying SRM techniques in real-world contexts.

Our mapping study has also discovered a possible gap in re-
search since no significant work appears to have been carried out
as regards modeling reliability by following the proposals in inter-
national standards such as ISO/IEC 9126 or the ISO/IEC 25K family
[26].

Our future work will be to extend the study by using a system-
atic literature review involving more specific topics, as our position
is that the issue of the applicability of the models to real-life envi-
ronments needs to be addressed. As we also believe that standard-
inspired reliability modeling will play an important role in
achieving the ‘‘real life’’ goal, this SLR will seek software reliability
models based on standards. The final goal will be to propose a
Reliability model that is, as far as possible, based on standards
and which will then be applied to real systems.
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